
Circular Regression Models and Regression Trees

with circmax

Moritz N. Lang
Universität Innsbruck

Abstract

The circmax package provides functions for maximum likelihood estimation of circular
regression models employing a von Mises distribution. Additionally, a distribution tree
can be fitted for a circular response employing the von Mises distribution and using the
covariates as potential splitting variables. For both approaches suitable standard methods
are provided to print the fitted models, and compute predictions and inference.
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1. Introduction

Circular response variables occur in a variety of applications and subject areas. E.g., gun
crime data on a 24-hour scale is analysed in the social-economics, animal orientation or gene-
structure analysis are often subject of examination in biology, and wind data is one of the
most important weather variables in meteorology.

To represent different circular responses the von Mises distribution is employed. It is also
known as the circular normal distribution, and is a special case of the von Mises-Fisher
distribution on the N-dimensional sphere:

f(x | µ, κ) =
1

2πI0(κ)
eκ cos(x−µ), (1)

where I0(κ) is the modified Bessel function of the first kind and order 0.

The circmax package provides functions to fit circular regression models by maximum like-
lihood estimation and to fit distribution trees for a circular response employing potential
covariates as splitting variables. For both methods, a convenient formula interface and stan-
dard methods for analysis and prediction are available. For the illustration of the von Mises
distribution, an interactive shiny app is additionally provided. To employ the von Mises dis-
tribution as circular response in other packages, families for bamlss and disttree are exported
with necessary functions for the computation of scores and the Hessian matrix.

The outline of the paper is as follows. Section 2 describes the fitting of the circular regression
model, and Section 3 presents methods for distribution trees for a circular response. For both
methods different R implementations are illustrated by using artificial data. In the end of the
paper, Section 4 provides a very brief summary of the two approaches.

http://CRAN.R-project.org/package=bamlss
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2. Circular regression models

For circular regression models the response is assumed to follow a von Mises distribution VM
as defined in Equation 1:

y ∼ VM (2)

The location parameter µ and the concentration parameter κ are assumed to be linked to the
covariates x = (x1, x2, . . .)

> and z = (z1, z2, . . .)
>:

µ = α0 + g−1(x>β) (3)

κ = h−1(γ0 + z>γ), (4)

where β = (β1, β2, . . .)
> and γ = (γ1, γ2, . . .)

> are the slope coefficients and α0 and γ0 the
intercepts, respectively (Fisher and Lee 1992). The link functions g(·) : R 7→ (−π, π) and
h(·) : R+ 7→ R are monotonic and twice differentiable functions. For the concentration
parameter κ the logarithm function is typically employed (i.e., h>(·) = exp(·)). For the
location parameter µ the ‘tan-half’ link is a well suited function restricting the values to
(−π, π):

g>(·) = 2 arctan(·). (5)

The offset parameter α0 outside of the inverse link function of the predictors performs a simple
rotation of the response. To restrict the parameter α0 to (−π, π) we also apply the inverse
link function g>(·) to it. Therefore, µ can theoretically take values between −2π and +2π,
but has still a restricted range of 2π.

A circular regression model by maximum likelihood estimation can be fitted with the circmax()
function provided by the circmax package. This function provides a standard formula inter-
face with arguments like formula, data, subset, etc. It first sets up the likelihood function,
gradients and Hessian matrix and uses optim() to maximize the von Mises likelihood. For
the S3 return object various standard methods are available.

circmax(formula, data, subset, na.action, model = TRUE, y = TRUE,

x = FALSE, control = circmax_control(...), ...)

Here formula, data, subset, and na.action have their standard model frame meanings
(e.g., Chambers and Hastie 1992). However, as provided in the Formula package (Zeileis and
Croissant 2010) formula can have two parts separated by ‘|’ where the first part defines the
location model and the second part the concentration model. E.g., with y ~ x1 + x2 | z1

+ z2 the location model is specified by y ~ x1 + x2 and the concentration model by ~ z1 +

z2.

The maximum likelihood estimation is carried out with the R function optim() using control
options specified in circmax_control(). By default the "Nelder-Mead" method is applied
neglecting provided gradients. If no starting values are supplied, a closed form maximum
likelihood estimator is applied for the starting values for the intercept of the location part.
For the intercept of the concentration part, by default a Newton Fourier method is employed.
The starting values for the regression coefficients in the location and concentration model are
set by default to zero. The parameters model, y, and x specify whether the model frame,
response, or model matrix should be returned.

http://CRAN.R-project.org/package=Formula
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The following example illustrates the function calls for the circular regression model for a
artificial data set. First the circmax package is loaded and 1000 simulated observations are
created by the function circmax_simulate() with location coefficients beta 3, 5, and 2 and
concentration coefficients gamma 3 and 3.

R> library("circmax")

R> sdat <- circmax_simulate(n = 1000, beta = c(3, 5, 2), gamma = c(3, 3))

R> head(sdat)

x1 x2 x3 y

1 0.04704414 -0.13235907 0.2268724 2.504737

2 -0.06614717 0.12410245 0.1715144 2.256686

3 -0.06232476 -0.05038766 -0.1147274 1.774435

4 -0.46046913 -0.55198373 0.2755990 6.137801

5 -0.03417521 0.10543545 -0.1150955 3.212166

6 0.02805565 0.04382372 -0.1185750 2.825178

We fit a circular regression by maximum likelihood employing the covariates x1, x2 for the
location model and the covariate x3 for the concentration model. The results show that the
fitted coefficients are quite near to the real values. The fitted model has a log-likelihood of
45.94 with 5 degree of freedom.

R> m.circmax <- circmax(y ~ x1 + x2 | x3, data = sdat)

R> print(m.circmax)

Maximum likelihood estimation for the von Mises distribution

Coefficients (location model with tanhalf link):

(Intercept) x1 x2

2.989 5.059 2.037

Coefficients (concentration model (density kappa) with log link):

(Intercept) x3

2.951 3.143

Log-likelihood: 45.94

Df: 5

3. Distribution trees for a von Mises distribution

As an alternative approach, a distribution tree for a circular response employing a von Mises
distribution can be fitted with the circtree() function. This is a wrapper function for the
mob() function provided in the partykit package (Zeileis, Hothorn, and Hornik 2008; Hothorn
and Zeileis 2015). A fitting function circfit() for the parameter estimation on the given
data is given in the circmax package so that MOB algorithm can employ all information
needed for parameter instability tests and partitioning.

http://CRAN.R-project.org/package=partykit
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Figure 1: Fitted distribution tree for a circular response employing the von Mises distribution.

Both circtree() and circfit() support standard interfaces for e.g., formula, data, and
subset arguments. circtree() first performs some intern checks, set ups the formula and
the control arguments and than calls the mob() function within the partykit employing the
fitting function circfit() for a circular response. The circfit() function provides the log-
likelihood, score and hessian function for the von Mises distribution and performs the fitting
of the distribution parameters. The circfit() function can be also called for distribution
parameter fitting by itself. Therefore, various standard methods are provided for the S3 return
objects of the circtree() and circfit() function calls.

circtree(formula, data, start, subset, na.action, weights, offset,

control = partykit::mob_control(),

fit_control = circfit_control(...), ...)

Here formula, data, subset, na.action, weights, and offset have their standard model
frame meanings as described in Section 2. A list of control options for the mob() function can
be set up by the mob_control() function, including options for pruning.

The distribution parameter estimation is carried out by maximum likelihood estimation. The
location parameter is calculated by a closed form maximum likelihood estimator. For the
concentration parameter a Newton Fourier method is by default employed controlled via the
fit_control() function. Alternatively, a uniroot provides a safe estimation option and a
method introduced by Banerjee, Dhillon, Ghosh, and Sra (2005) provides a quick approxima-

http://CRAN.R-project.org/package=partykit
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tion of the concentration parameter. The starting values start are currently not used for the
parameter estimation.

As in Section 2, the function calls for the regression tree employing a von Mises distribution
are illustrated employing an artificial data set. First the circmax package is loaded and 1000
simulated observations are created by the function circtree_simulate(). We generate three
groups with location parameters mu 0, 2, and 1 and concentration parameters kappa 3, 3, and
1, respectively.

R> library("circmax")

R> sdat <- circtree_simulate(n = 1000, mu = c(0, 2, 1), kappa = c(3, 3, 1))

R> head(sdat)

x1 x2 group mu kappa y

1 0.18596257 0.83723164 3 1 1 1.4041769

2 0.45296224 0.25112540 3 1 1 1.3431673

3 -0.25915599 -0.62759966 1 0 3 5.5585029

4 0.02984766 -0.38707173 2 2 3 1.7036150

5 -0.24467357 0.71313728 1 0 3 0.1297077

6 -0.16332535 0.02312365 1 0 3 6.0128203

In the next step, a regression tree for the circular response is fitted employing the covariates x1
and x2 as potential splitting variables. The results in Figure 1 show that the fitted parameters
are very close to the real values of the three respective groups. The total log-likelihood is
−1140.111 with 8 degree of freedom.

R> m.circtree <- circtree(y ~ x1 + x2, data = sdat)

R> logLik(m.circtree)

'log Lik.' -1140.111 (df=8)

4. Summary

Circular response variables are common in a variety of application. However, few regression
methods and no distribution trees are so far implemented for circular response values in R.

This paper presented the circmax package that provides functions to both circular regression
models and to distribution trees employing a von Mises distribution. The main functions are
illustrated for artifical data, however, many more exported functions and methods are not
shown in this short summary paper and are ready for testing. Additionally, a shiny app is
implemented for illustrating the von Mises distribution and exported families for bamlss and
disttree are provided for comparison.

http://CRAN.R-project.org/package=bamlss
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